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1
UNIFIED MERGE MODE AND ADAPTIVE
MOTION VECTOR PREDICTION MODE
CANDIDATES SELECTION

This application claims the benefit of U.S. Provisional
Application No. 61/506,558, filed Jul. 11, 2011, U.S. Provi-
sional Application No. 61/499,114, filed Jun. 20, 2011 and
U.S. Provisional Application No. 61/509,007, filed Jul. 18,
2011, all of which are hereby incorporated by reference in
their entirety.

TECHNICAL FIELD

This disclosure relates to video coding, and more particu-
larly to techniques for selecting motion vector prediction
candidate blocks in a motion vector prediction process.

BACKGROUND

Digital video capabilities can be incorporated into a wide
range of devices, including digital televisions, digital direct
broadcast systems, wireless broadcast systems, personal digi-
tal assistants (PDAs), laptop or desktop computers, digital
cameras, digital recording devices, digital media players,
video gaming devices, video game consoles, cellular or sat-
ellite radio telephones, video teleconferencing devices, and
the like. Digital video devices implement video compression
techniques, such as those described in the standards defined
by MPEG-2, MPEG-4, ITU-T H.263, ITU-T H.264/MPEG-
4, Part 10, Advanced Video Coding (AVC), the High Effi-
ciency Video Coding (HEVC) standard presently under
development, and extensions of such standards, to transmit,
receive and store digital video information more efficiently.

Video compression techniques include spatial prediction
and/or temporal prediction to reduce or remove redundancy
inherent in video sequences. For block-based video coding, a
video frame or slice may be partitioned into blocks. Each
block can be further partitioned. Blocks in an intra-coded (1)
frame or slice are encoded using spatial prediction with
respect to reference samples in neighboring blocks in the
same frame or slice. Blocks in an inter-coded (P or B) frame
or slice may use spatial prediction with respect to reference
samples in neighboring blocks in the same frame or slice or
temporal prediction with respect to reference samples in other
reference frames. Spatial or temporal prediction results in a
predictive block for a block to be coded. Residual data rep-
resents pixel differences between the original block to be
coded and the predictive block.

An inter-coded block is encoded according to a motion
vector that points to a block of reference samples forming the
predictive block, and the residual data indicating the differ-
ence between the coded block and the predictive block. An
intra-coded block is encoded according to an intra-coding
mode and the residual data. For further compression, the
residual data may be transformed from the pixel domain to a
transform domain, resulting in residual transform coeffi-
cients, which then may be quantized. The quantized trans-
form coefficients, initially arranged in a two-dimensional
array, may be scanned in a particular order to produce a
one-dimensional vector of transform coefficients for entropy
coding.

SUMMARY

In general, this disclosure describes techniques for coding
video data. This disclosure describes techniques for selecting
motion vector prediction candidate blocks in a motion vector
prediction process.
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In one example of the disclosure, a method of encoding a
motion vector in a video coding process comprises determin-
ing one of a plurality of modes for a motion vector prediction
process and performing the motion vector prediction process
for the current block of video data using the determined mode
and a set of candidate blocks, wherein the set of candidate
blocks is the same for each of the plurality of modes.

In another example of the disclosure, a method of decoding
a motion vector in a video coding process comprises deter-
mining one of a plurality of modes for a motion vector pre-
diction process for a current block of video data and deter-
mining a candidate block from a set of candidate blocks,
wherein the set of candidate blocks is the same for each of the
plurality of modes, and wherein information associated with
the candidate block is used to decode a motion vector for the
current block.

In another example of the disclosure, a method of encoding
a motion vector in a video coding process comprises deter-
mining one of a plurality of modes for a motion vector pre-
diction process and performing the motion vector prediction
process for the current block of video data using the deter-
mined mode and a set of candidate blocks, wherein the set of
candidate blocks is the same for each of the plurality of
modes, wherein one candidate block in the set of candidate
blocks is designated as an additional candidate block, and
wherein the additional candidate block is used if another of
the candidate blocks of the set of candidate blocks is unavail-
able.

In another example of the disclosure, a method of decoding
a motion vector in a video coding process comprises receiv-
ing a syntax element indicating one of a plurality of modes for
a motion vector prediction process for a current block of
video data, and receiving an index indicating a candidate
block from a set of candidate blocks, wherein the set of
candidate blocks is the same for each of the plurality of
modes, wherein one candidate block in the set of candidate
blocks is designated as an additional candidate block,
wherein the additional candidate block is used if another of
the candidate blocks of the set of candidate blocks is unavail-
able, and wherein information associated with the candidate
block is used to decode a motion vector for the current block.

The details of one or more examples are set forth in the
accompanying drawings and the description below. Other
features, objects, and advantages will be apparent from the
description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1A is a conceptual drawing illustrating candidate
blocks for motion vector prediction according to an adaptive
motion vector prediction (AMVP) mode.

FIG. 1B is a conceptual drawing illustrating candidate
blocks for motion vector prediction according to merge
mode.

FIG. 2 is a block diagram illustrating an example video
encoding and decoding system.

FIG. 3 is a block diagram illustrating an example video
encoder.

FIG. 4A is a conceptual drawing of signaling information
for merge mode.

FIG. 4B is a conceptual drawing of signaling information
for AMVP mode.

FIG. 5A is a conceptual drawing illustrating candidate
blocks for an AMVP and a merge mode in accordance with
one example of the disclosure.
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FIG. 5B is a conceptual drawing illustrating candidate
blocks for an AMVP and a merge mode in accordance with
another example of the disclosure.

FIG. 6 is a conceptual drawing illustrating candidate
blocks for an AMVP and a merge mode in accordance with
another example of the disclosure.

FIG. 7 is a conceptual drawing illustrating candidate
blocks and a checking pattern for an AMVP and a merge
mode in accordance with another example of the disclosure.

FIG. 8 is a block diagram illustrating an example video
decoder.

FIG. 9 is a flowchart illustrating an example method of
encoding video.

FIG. 10 is a flowchart illustrating an example method of
encoding video in a merge mode.

FIG. 11 is a flowchart illustrating an example method of
encoding video in an AMVP mode.

FIG. 12 is a flowchart illustrating an example method of
decoding video.

FIG. 13 is a flowchart illustrating an example method of
decoding video in a merge mode.

FIG. 14 is a flowchart illustrating an example method of
decoding video in an AMVP mode.

FIG. 15 is a flowchart illustrating another example method
of encoding video.

FIG. 16 is a flowchart illustrating another example method
of decoding video.

FIG. 17 is a flowchart illustrating another example method
of decoding video in a merge mode.

FIG. 18 is a flowchart illustrating another example method
of decoding video in an AMVP mode.

DETAILED DESCRIPTION

In general, this disclosure describes techniques for coding
video data. This disclosure describes techniques for selecting
motion vector prediction candidate blocks in a motion vector
prediction process. In one example, this disclosure proposes
that each of a plurality of motion vector prediction modes
uses the same set of candidate blocks to predict a motion
vector for a current block. In another example, this disclosure
proposes that one candidate block in the set of candidate
blocks is designated as an additional candidate block. The
additional candidate block is used if another one of the blocks
in the set is unavailable.

Digital video devices implement video compression tech-
niques to encode and decode digital video information more
efficiently. Video compression may apply spatial (intra-
frame) prediction and/or temporal (inter-frame) prediction
techniques to reduce or remove redundancy inherent in video
sequences.

For video coding according to the high efficiency video
coding (HEVC) standard currently under development by the
Joint Cooperative Team for Video Coding (JCT-VC), avideo
frame may be partitioned into coding units. A coding unit
(CU) generally refers to an image region that serves as a basic
unit to which various coding tools are applied for video com-
pression. A CU usually has a luminance component, denoted
as Y, and two chroma components, denoted as U and V.
Depending on the video sampling format, the size of the U
and V components, in terms of number of samples, may be the
same as or different from the size of the Y component. A CU
is typically square, and may be considered to be similar to a
so-called macroblock, e.g., under other video coding stan-
dards such as ITU-T H.264.

To achieve better coding efficiency, a coding unit may have
variable sizes depending on video content. In addition, a
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coding unit may be split into smaller blocks for prediction or
transform. In particular, each coding unit may be further
partitioned into prediction units (PUs) and transform units
(TUs). Prediction units may be considered to be similar to
so-called partitions under other video coding standards, such
as H.264. Transform units (TUs) refer to blocks of residual
data to which a transform is applied to produce transform
coefficients.

Coding according to some of the presently proposed
aspects of the developing HEVC standard will be described in
this application for purposes of illustration. However, the
techniques described in this disclosure may be useful for
other video coding processes, such as those defined according
to H.264 or other standard or proprietary video coding pro-
cesses.

HEVC standardization efforts are based on a model of a
video coding device referred to as the HEVC Test Model
(HM). The HM presumes several capabilities of video coding
devices over devices according to, e.g., [TU-T H.264/AVC.
For example, whereas H.264 provides nine intra-prediction
encoding modes, HM provides as many as thirty-four intra-
prediction encoding modes.

According to the HM, a CU may include one or more
prediction units (PUs) and/or one or more transform units
(TUs). Syntax data within a bitstream may define a largest
coding unit (LCU), which is a largest CU in terms of the
number of pixels. In general, a CU has a similar purpose to a
macroblock of H.264, except that a CU does not have a size
distinction. Thus, a CU may be split into sub-CUs. In general,
references in this disclosure to a CU may refer to a largest
coding unit of a picture or a sub-CU of an LCU. An LCU may
be split into sub-CUs, and each sub-CU may be further split
into sub-CUs. Syntax data for a bitstream may define a maxi-
mum number of times an LCU may be split, referred to as CU
depth. Accordingly, a bitstream may also define a smallest
coding unit (SCU). This disclosure also uses the term “block”
or “portion” to refer to any of a CU, PU, or TU. In general,
“portion” may refer to any sub-set of a video frame.

An LCU may be associated with a quadtree data structure.
In general, a quadtree data structure includes one node per
CU, where a root node corresponds to the LCU. Ifa CU is split
into four sub-CUs, the node corresponding to the CU includes
four leaf nodes, each of which corresponds to one of the
sub-CUs. Each node of the quadtree data structure may pro-
vide syntax data for the corresponding CU. For example, a
node in the quadtree may include a split flag, indicating
whether the CU corresponding to the node is split into sub-
CUs. Syntax elements for a CU may be defined recursively,
and may depend on whether the CU is split into sub-CUs. Ifa
CU is not split further, it is referred as a leaf-CU.

Moreover, TUs of leaf-CUs may also be associated with
respective quadtree data structures. That is, a leaf-CU may
include a quadtree indicating how the leaf-CU is partitioned
into TUs. This disclosure refers to the quadtree indicating
how an L.CU is partitioned as a CU quadtree and the quadtree
indicating how a leaf-CU is partitioned into TUs as a TU
quadtree. The root node of a TU quadtree generally corre-
sponds to a leaf-CU, while the root node of a CU quadtree
generally corresponds to an LCU. TUs of the TU quadtree
that are not split are referred to as leaf-TUs.

A leaf-CU may include one or more prediction units (PUs).
In general, a PU represents all or a portion of the correspond-
ing CU, and may include data for retrieving a reference
sample for the PU. For example, when the PU is inter-mode
encoded, the PU may include data defining a motion vector
for the PU. The data defining the motion vector may describe,
for example, a horizontal component of the motion vector, a
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vertical component of the motion vector, a resolution for the
motion vector (e.g., one-quarter pixel precision or one-eighth
pixel precision), a reference frame to which the motion vector
points, and/or a reference list (e.g., list 0 or list 1) for the
motion vector. Data for the leaf-CU defining the PU(s) may
also describe, for example, partitioning of the CU into one or
more PUs. Partitioning modes may differ depending on
whether the CU is not predictively coded, intra-prediction
mode encoded, or inter-prediction mode encoded. For intra
coding, a PU may be treated the same as a leaf transform unit
described below.

To code a block (e.g., a prediction unit (PU) of video data),
a predictor for the block is first derived. The predictor can be
derived either through intra (I) prediction (i.e. spatial predic-
tion) or inter (P or B) prediction (i.e. temporal prediction).
Hence, some prediction units may be intra-coded (I) using
spatial prediction with respect to neighbouring reference
blocks in the same frame, and other prediction units may be
inter-coded (P or B) with respect to reference blocks in other
frames.

Upon identification of a predictor, the difference between
the original video data block and its predictor is calculated.
This difference is also called the prediction residual, and
refers to the pixel value differences between the pixels of the
block to be coded and corresponding pixels of the reference
block, i.e., predictor. To achieve better compression, the pre-
diction residual (i.e., the array of pixel difference values) is
generally transformed, e.g., using a discrete cosine transform
(DCT), integer transform, Karhunen-Loeve (K-L) transform,
or other transform.

Coding a PU using inter-prediction involves calculating a
motion vector between a current block and a block in a ref-
erence frame. Motion vectors are calculated through a pro-
cess called motion estimation (or motion search). A motion
vector, for example, may indicate the displacement of a pre-
diction unit in a current frame relative to a reference sample of
a reference frame. A reference sample may be a block that is
found to closely match the portion of the CU including the PU
being coded in terms of pixel difference, which may be deter-
mined by sum of absolute difference (SAD), sum of squared
difference (SSD), or other difference metrics. The reference
sample may occur anywhere within a reference frame or
reference slice. In some examples, the reference sample may
occur at a fractional pixel position. Upon finding a portion of
the reference frame that best matches the current portion, the
encoder determines the current motion vector for the current
portion as the difference in the location from the current
portion to the matching portion in the reference frame (i.e.,
from the center of the current portion to the center of the
matching portion).

In some examples, an encoder may signal the motion vec-
tor for each portion in the encoded video bitstream. The
signaled motion vector is used by the decoder to perform
motion compensation in order to decode the video data. How-
ever, signaling the original motion vector directly may result
in less efficient coding, as a large number of bits are typically
needed to convey the information.

In some instances, rather than directly signaling the origi-
nal motion vector, the encoder may predict a motion vector
for each partition, i.e., for each PU. In performing this motion
vector prediction, the encoder may select a set of candidate
motion vectors determined from spatially neighboring blocks
in the same frame as the current portion or a candidate motion
vector determined from a co-located block in a reference
frame. The encoder may perform motion vector prediction,
and if needed, signal the prediction difference rather than
signal an original motion vector to reduce bit rate in signaling.
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The candidate motion vector vectors from the spatially neigh-
boring blocks may be referred to as spatial MVP candidates,
whereas the candidate motion vector from the co-located
block in another reference frame may be referred to as tem-
poral MVP candidate.

Two different modes or types of motion vector prediction
are proposed in the current working draft of the HEVC stan-
dard. One mode is referred to as a “merge” mode. The other
mode is referred to as adaptive motion vector prediction
(AMVP). In merge mode, the encoder instructs a decoder,
through bitstream signaling of prediction syntax, to copy a
motion vector, reference index (identifying a reference frame,
in a given reference picture list, to which the motion vector
points) and the motion prediction direction (which identifies
the reference picture list (List 0 or List 1), i.e., in terms of
whether the reference frame temporally precedes or follows
the currently frame) from a selected candidate motion vector
for a current portion of the frame. This is accomplished by
signaling in the bitstream an index into a candidate motion
vector list identifying the selected candidate motion vector
(i.e., the particular spatial MVP candidate or temporal MVP
candidate). Thus, for merge mode, the prediction syntax may
include a flag identifying the mode (in this case “merge”
mode) and an index identifying the selected candidate motion
vector. In some instances, the candidate motion vector will be
in a causal portion in reference to the current portion. That is,
the candidate motion vector will have already been decoded
by the decoder. As such, the decoder has already received
and/or determined the motion vector, reference index, and
motion prediction direction for the causal portion. As such,
the decoder may simply retrieve the motion vector, reference
index, and motion prediction direction associated with the
causal portion from memory and copy these values as the
motion information for the current portion. To reconstruct a
block in merge mode, the decoder obtains the predictive block
using the derived motion information for the current portion,
and adds the residual data to the predictive block to recon-
struct the coded block.

In AMVP, the encoder instructs the decoder, through bit-
stream signaling, to only copy the motion vector from the
candidate portion and use the copied vector as a predictor for
motion vector of the current portion, and signals the motion
vector difference (MVD). The reference frame and the pre-
diction direction associated with the motion vector of the
current portion are signaled separately. An MVD is the dif-
ference between the current motion vector for the current
portion and a motion vector predictor derived from a candi-
date portion. In this case, the encoder, using motion estima-
tion, determines an actual motion vector for the block to be
coded, and then determines the difference between the actual
motion vector and the motion vector predictor as the MVD
value. In this way, the decoder does not use an exact copy of
the candidate motion vector as the current motion vector, as in
the merge mode, but may rather use a candidate motion vector
that may be “close” in value to the current motion vector
determined from motion estimation and add the MVD to
reproduce the current motion vector. To reconstruct a block in
AMVP mode, the decoder adds the corresponding residual
data to reconstruct the coded block.

In most circumstances, the MVD requires fewer bits to
signal than the entire current motion vector. As such, AMVP
allows for more precise signaling of the current motion vector
while maintaining coding efficiency over sending the whole
motion vector. In contrast, the merge mode does not allow for
the specification of an MVD, and as such, merge mode sac-
rifices accuracy of motion vector signaling for increased sig-
naling efficiency (i.e., fewer bits). The prediction syntax for
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AMVP may include a flag for the mode (in this case AMVP
flag), the index for the candidate portion, the MVD between
the current motion vector and the predictive motion vector
from the candidate portion, the reference index, and the
motion prediction direction.

Once motion estimation is performed to determine a
motion vector for a current portion, the encoder compares the
matching portion in the reference frame to the current portion.
This comparison typically involves subtracting the portion
(which is commonly referred to as a “reference sample™) in
the reference frame from the current portion and results in
so-called residual data, as mentioned above. The residual data
indicates pixel difference values between the current portion
and the reference sample. The encoder then transforms this
residual data from the spatial domain to a transform domain,
such as the frequency domain. Usually, the encoder applies a
discrete cosine transform (DCT) to the residual data to
accomplish this transformation. The encoder performs this
transformation in order to facilitate the compression of the
residual data because the resulting transform coefficients rep-
resent different frequencies, wherein the majority of energy is
usually concentrated on a few low frequency coefficients.

Typically, the resulting transform coefficients are grouped
together in a manner that enables run-length encoding, espe-
cially if the transform coefficients are first quantized
(rounded). The encoder performs this run-length encoding of
the quantized transform coefficients and then performs sta-
tistical lossless (or so-called “entropy”) encoding to further
compress the run-length coded quantized transform coeffi-
cients.

After performing lossless entropy coding, the encoder gen-
erates a bitstream that includes the encoded video data. This
bitstream also includes a number of prediction syntax ele-
ments in certain instances that specify whether, for example,
motion vector prediction was performed, the motion vector
mode, and a motion vector predictor (MVP) index (i.e., the
index of the candidate portion with the selected motion vec-
tor). The MVP index may also be referred to as its syntax
element variable name “mvp_idx.”

In a current design being proposed for adoption by the
ITU-T/ISO/IEC Joint Collaborative Team on Video Coding
(ICT-VC), referred to as high efficiency video coding
(HEVC), the encoder performs a number of motion vector
prediction modes by which to predict a motion vector for a
current portion including 1) AMVP and 2) merge mode
described above. These two modes are similar, although
AMVP provides for more flexibility in terms of being able to
define MVDs, motion prediction directions and reference
indices while the merge mode merely copies this motion
vector information (i.e., motion vector, motion prediction
direction, and reference index) and does not allow for the
increased precision of an MVD.

FIG. 1A shows the set of candidate blocks 100 (or portions/
blocks of a PU) currently proposed in the HEVC standard for
use in AMVP mode, while FIG. 1B shows the set of candidate
blocks 110 currently proposed in the HEVC standard for use
in merge mode. AMVP mode uses six candidate blocks: the
below left (BL) block 101, the left (L) block 102, the right
above (RA)block 103, the above (A) block 104, the left above
(LA) block 105, and the temporal block (T) 106. Note that, in
addition to a set of candidate blocks, the AMVP mode also
specifies an order for checking the candidate blocks. In the
example of FIG. 1A, the checking pattern proceeds as fol-
lows: BL-L-RA-A-LA-T. As shown in FIG. 1B, merge mode
uses five candidate blocks: the below left (BL) block 111, the
left (L) block 112, the right above (RA) block 113, the above
(A) block 114, and the temporal (T) block 115. The motion
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vectors associated with these candidate blocks are used for
determining a motion vector predictor in merge mode and
AMVP mode. Merge mode may use a similar checking pat-
tern as AMVP, or may use a different checking pattern.

As discussed above, AMVP mode uses six candidate
blocks, while merge mode uses five candidate blocks. Also,
other than the right above (RA), the below left (BL), and the
temporal (T) blocks, the candidate blocks for AMVP mode
and merge mode are in different locations. As such, a large
number of candidate blocks must be stored and considered
during both the encoding and decoding process. Also, the
checking pattern for AMVP may not be optimal as the lower
left block may not be available in all circumstances. Such
circumstances include when the lower left block has not yet
been coded (e.g., it is across a slice or CU boundary) or if data
for the lower left block is corrupted.

In this disclosure, a unified candidate block set for both
AMVP and merge mode is proposed. In general, the same
candidate block set is used regardless of which motion vector
prediction mode (e.g., merge mode or AMVP mode) is used.
As such, less memory is needed for storing motion vectors
and other inter-prediction related information (e.g., reference
frame, prediction direction, etc.). In other examples of this
disclosure, techniques for using a set of candidate blocks that
includes an additional candidate block are proposed. Also,
techniques for a more optimal checking pattern are also dis-
closed.

FIG. 2 is a block diagram illustrating an example video
encoding and decoding system 10 that may be configured to
utilize techniques for motion vector prediction in accordance
with examples of this disclosure. As shown in FIG. 2, the
system 10 includes a source device 12 that transmits encoded
video to a destination device 14 via a communication channel
16. Encoded video data may also be stored on a storage
medium 34 or a file server 36 and may be accessed by the
destination device 14 as desired. When stored to a storage
medium or file server, video encoder 20 may provide coded
video data to another device, such as a network interface, a
compact disc (CD), Blu-ray or digital video disc (DVD)
burner or stamping facility device, or other devices, for stor-
ing the coded video data to the storage medium. Likewise, a
device separate from video decoder 30, such as a network
interface, CD or DVD reader, or the like, may retrieve coded
video data from a storage medium and provided the retrieved
data to video decoder 30.

The source device 12 and the destination device 14 may
comprise any of a wide variety of devices, including desktop
computers, notebook (i.e., laptop) computers, tablet comput-
ers, set-top boxes, telephone handsets such as so-called
smartphones, televisions, cameras, display devices, digital
media players, video gaming consoles, or the like. In many
cases, such devices may be equipped for wireless communi-
cation. Hence, the communication channel 16 may comprise
a wireless channel, a wired channel, or a combination of
wireless and wired channels suitable for transmission of
encoded video data. Similarly, the file server 36 may be
accessed by the destination device 14 through any standard
data connection, including an Internet connection. This may
include a wireless channel (e.g., a Wi-Fi connection), a wired
connection (e.g., DSL, cable modem, etc.), or a combination
of both that is suitable for accessing encoded video data
stored on a file server.

Techniques for motion vector prediction, in accordance
with examples of this disclosure, may be applied to video
coding in support of any of a variety of multimedia applica-
tions, such as over-the-air television broadcasts, cable televi-
sion transmissions, satellite television transmissions, stream-
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ing video transmissions, e.g., via the Internet, encoding of
digital video for storage on a data storage medium, decoding
of digital video stored on a data storage medium, or other
applications. In some examples, the system 10 may be con-
figured to support one-way or two-way video transmission to
support applications such as video streaming, video play-
back, video broadcasting, and/or video telephony.

In the example of FIG. 2, the source device 12 includes a
video source 18, a video encoder 20, a modulator/demodula-
tor 22 and a transmitter 24. In the source device 12, the video
source 18 may include a source such as a video capture
device, such as a video camera, a video archive containing
previously captured video, a video feed interface to receive
video from a video content provider, and/or a computer
graphics system for generating computer graphics data as the
source video, or a combination of such sources. As one
example, if the video source 18 is a video camera, the source
device 12 and the destination device 14 may form so-called
camera phones or video phones. However, the techniques
described in this disclosure may be applicable to video coding
in general, and may be applied to wireless and/or wired appli-
cations, or application in which encoded video data is stored
on a local disk.

The captured, pre-captured, or computer-generated video
may be encoded by the video encoder 20. The encoded video
information may be modulated by the modem 22 according to
a communication standard, such as a wireless communication
protocol, and transmitted to the destination device 14 via the
transmitter 24. The modem 22 may include various mixers,
filters, amplifiers or other components designed for signal
modulation. The transmitter 24 may include circuits designed
for transmitting data, including amplifiers, filters, and one or
more antennas.

The captured, pre-captured, or computer-generated video
that is encoded by the video encoder 20 may also be stored
onto a storage medium 34 or a file server 36 for later con-
sumption. The storage medium 34 may include Blu-ray discs,
DVDs, CD-ROMs, flash memory, or any other suitable digital
storage media for storing encoded video. The encoded video
stored on the storage medium 34 may then be accessed by the
destination device 14 for decoding and playback.

The file server 36 may be any type of server capable of
storing encoded video and transmitting that encoded video to
the destination device 14. Example file servers include a web
server (e.g., for a website), an FTP server, network attached
storage (NAS) devices, a local disk drive, or any other type of
device capable of storing encoded video data and transmitting
it to a destination device. The transmission of encoded video
data from the file server 36 may be a streaming transmission,
a download transmission, or a combination of both. The file
server 36 may be accessed by the destination device 14
through any standard data connection, including an Internet
connection. This may include a wireless channel (e.g., a Wi-
Fi connection), a wired connection (e.g., DSL, cable modem,
Ethernet, USB, etc.), or a combination of both that is suitable
for accessing encoded video data stored on a file server.

The destination device 14, in the example of FIG. 2,
includes a receiver 26, a modem 28, a video decoder 30, and
a display device 32. The receiver 26 of the destination device
14 receives information over the channel 16, and the modem
28 demodulates the information to produce a demodulated
bitstream for the video decoder 30. The information commu-
nicated over the channel 16 may include a variety of syntax
information generated by the video encoder 20 for use by the
video decoder 30 in decoding video data. Such syntax may
also be included with the encoded video data stored on the
storage medium 34 or the file server 36. Each of the video
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encoder 20 and the video decoder 30 may form part of a
respective encoder-decoder (CODEC) that is capable of
encoding or decoding video data.

The display device 32 may be integrated with, or external
to, the destination device 14. In some examples, the destina-
tion device 14 may include an integrated display device and
also be configured to interface with an external display
device. In other examples, the destination device 14 may be a
display device. In general, the display device 32 displays the
decoded video data to a user, and may comprise any of a
variety of display devices such as a liquid crystal display
(LCD), a plasma display, an organic light emitting diode
(OLED) display, or another type of display device.

In the example of FIG. 2, the communication channel 16
may comprise any wireless or wired communication medium,
such as a radio frequency (RF) spectrum or one or more
physical transmission lines, or any combination of wireless
and wired media. The communication channel 16 may form
part of a packet-based network, such as a local area network,
awide-area network, or a global network such as the Internet.
The communication channel 16 generally represents any suit-
able communication medium, or collection of different com-
munication media, for transmitting video data from the
source device 12 to the destination device 14, including any
suitable combination of wired or wireless media. The com-
munication channel 16 may include routers, switches, base
stations, or any other equipment that may be useful to facili-
tate communication from the source device 12 to the destina-
tion device 14.

The video encoder 20 and the video decoder 30 may oper-
ate according to a video compression standard, such as the
High Efficiency Video Coding (HEVC) standard presently
under development, and may conform to the HEVC Test
Model (HM). Alternatively, the video encoder 20 and the
video decoder 30 may operate according to other proprietary
or industry standards, such as the ITU-T H.264 standard,
alternatively referred to as MPEG-4, Part 10, Advanced Video
Coding (AVC), or extensions of such standards. The tech-
niques of this disclosure, however, are not limited to any
particular coding standard. Other examples include MPEG-2
and ITU-T H.263.

Although not shown in FIG. 2, in some aspects, the video
encoder 20 and the video decoder 30 may each be integrated
with an audio encoder and decoder, and may include appro-
priate MUX-DEMUX units, or other hardware and software,
to handle encoding of' both audio and video in a common data
stream or separate data streams. If applicable, in some
examples, MUX-DEMUX units may conform to the ITU
H.223 multiplexer protocol, or other protocols such as the
user datagram protocol (UDP).

The video encoder 20 and the video decoder 30 each may
be implemented as any of a variety of suitable encoder cir-
cuitry, such as one or more microprocessors, digital signal
processors (DSPs), application specific integrated circuits
(ASICs), field programmable gate arrays (FPGAs), discrete
logic, software, hardware, firmware or any combinations
thereof. When the techniques are implemented partially in
software, a device may store instructions for the software in a
suitable, non-transitory computer-readable medium and
execute the instructions in hardware using one or more pro-
cessors to perform the techniques of this disclosure. Each of
the video encoder 20 and the video decoder 30 may be
included in one or more encoders or decoders, either of which
may be integrated as part of a combined encoder/decoder
(CODEC) in a respective device.

The video encoder 20 may implement any or all of the
techniques of this disclosure for motion vector prediction in a
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video encoding process. Likewise, the video decoder 30 may
implement any or all of these techniques motion vector pre-
diction in a video coding process. A video coder, as described
in this disclosure, may refer to a video encoder or a video
decoder. Similarly, a video coding unit may refer to a video
encoder or a video decoder. Likewise, video coding may refer
to video encoding or video decoding.

In one example of the disclosure, the video encoder 20 of
the source device 12 may be configured to determine one of a
plurality of modes for a motion vector prediction process, and
perform the motion vector prediction process for the current
block of video data using the determined mode and a set of
candidate blocks, wherein the set of candidate blocks is the
same for each of the plurality of modes.

In another example of the disclosure, the video encoder 20
of'the source device 12 may be configured to determine one of
aplurality of modes for a motion vector prediction process for
a current block of video data, and perform the motion vector
prediction process for the current block using the determined
mode and a set of candidate blocks, wherein the set of can-
didate blocks is the same for each of the plurality of modes,
and wherein one candidate block in the set of candidate
blocks is designated as an additional candidate block, and
wherein the additional candidate block is used if another of
the candidate blocks of the set of candidate blocks is unavail-
able

In another example of the disclosure, the video decoder 30
of the destination device 14 may be configured to receive a
syntax element indicating one of a plurality of modes for a
motion vector prediction process for a current block of video
data, and receive an index indicating a candidate block from
a set of candidate blocks, wherein the set of candidate blocks
is the same for each of the plurality of modes, and wherein
information associated with the candidate block is used to
decode a motion vector for the current block.

In another example of the disclosure, the video decoder 30
of the destination device 14 may be configured to receive a
syntax element indicating one of a plurality of modes for a
motion vector prediction process for a current block of video
data, and receive an index indicating a candidate block from
a set of candidate blocks, wherein the set of candidate blocks
is the same for each of the plurality of modes, wherein one
candidate block in the set of candidate blocks is designated as
an additional candidate block, wherein the additional candi-
date block is used if another of the candidate blocks of the set
of candidate blocks is unavailable, and wherein information
associated with the candidate block is used to decode a
motion vector for the current block.

FIG. 3 is ablock diagram illustrating an example of a video
encoder 20 that may use techniques for motion vector predic-
tion as described in this disclosure. The video encoder 20 will
be described in the context of HEVC coding for purposes of
illustration, but without limitation of this disclosure as to
other coding standards or methods that may require scanning
of transform coefficients. The video encoder 20 may perform
intra- and inter-coding of CUs within video frames. Intra-
coding relies on spatial prediction to reduce or remove spatial
redundancy in video data within a given video frame. Inter-
coding relies on temporal prediction to reduce or remove
temporal redundancy between a current frame and previously
coded frames of a video sequence. Intra-mode (I-mode) may
refer to any of several spatial-based video compression
modes. Inter-modes such as uni-directional prediction
(P-mode) or bi-directional prediction (B-mode) may refer to
any of several temporal-based video compression modes.

As shown in FIG. 3, the video encoder 20 receives a current
video block within a video frame to be encoded. In the
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example of FIG. 3, the video encoder 20 includes a motion
compensation unit 44, a motion estimation unit 42, an intra-
prediction unit 46, a reference frame buffer 64, a summer 50,
atransform module 52, a quantization unit 54, and an entropy
encoding unit 56. The transform module 52 illustrated in FIG.
3 is the structure or apparatus that applies the actual transform
or combinations of transform to a block of residual data, and
is not to be confused with block of transform coefficients,
which may be referred to as a transform unit (TU) of a CU.
For video block reconstruction, the video encoder 20 also
includes an inverse quantization unit 58, an inverse transform
module 60, and a summer 62. A deblocking filter (not shown
in FIG. 3) may also be included to filter block boundaries to
remove blockiness artifacts from reconstructed video. If
desired, the deblocking filter would typically filter the output
of the summer 62.

During the encoding process, the video encoder 20
receives a video frame or slice to be coded. The frame or slice
may be divided into multiple video blocks, e.g., largest cod-
ing units (LCUs). The motion estimation unit 42 and the
motion compensation unit 44 perform inter-predictive coding
of the received video block relative to one or more blocks in
one or more reference frames to provide temporal compres-
sion. The intra-prediction unit 46 may perform intra-predic-
tive coding of the received video block relative to one or more
neighboring blocks in the same frame or slice as the block to
be coded to provide spatial compression.

The mode select unit 40 may select one of the coding
modes, intra or inter, e.g., based on error (i.e., distortion)
results for each mode, and provides the resulting intra- or
inter-predicted block (e.g., a prediction unit (PU)) to the
summer 50 to generate residual block data and to the summer
62 to reconstruct the encoded block for use in a reference
frame. Summer 62 combines the predicted block with inverse
quantized, inverse transformed data from inverse transform
module 60 for the block to reconstruct the encoded block, as
described in greater detail below. Some video frames may be
designated as I-frames, where all blocks in an I-frame are
encoded in an intra-prediction mode. In some cases, the intra-
prediction unit 46 may perform intra-prediction encoding of
a block in a P- or B-frame, e.g., when motion search per-
formed by the motion estimation unit 42 does not result in a
sufficient prediction of the block.

The motion estimation unit 42 and the motion compensa-
tion unit 44 may be highly integrated, but are illustrated
separately for conceptual purposes. Motion estimation (or
motion search) is the process of generating motion vectors,
which estimate motion for video blocks. A motion vector, for
example, may indicate the displacement of a prediction unit
in a current frame relative to a reference sample of a reference
frame. The motion estimation unit 42 calculates a motion
vector for a prediction unit of an inter-coded frame by com-
paring the prediction unit to reference samples of a reference
frame stored in the reference frame buffer 64. A reference
sample may be a block that is found to closely match the
portion of the CU including the PU being coded in terms of
pixel difference, which may be determined by sum of abso-
lute difference (SAD), sum of squared difference (SSD), or
other difference metrics. The reference sample may occur
anywhere within a reference frame or reference slice. In some
examples, the reference sample may occur at a fractional
pixel location.

The portion of the reference frame identified by a motion
vector may be referred to as a reference sample. The motion
compensation unit 44 may calculate a prediction value for a
prediction unit of a current CU, e.g., by retrieving the refer-
ence sample identified by a motion vector for the PU. In some
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video encoding techniques, the motion estimation unit 42
sends the calculated motion vector, reference frame, and pre-
diction direction (i.e., the direction in terms of whether the
reference frame temporally precedes or follows the current
frame) to the entropy encoding unit 56 and the motion com-
pensation unit 44. Other video encoding techniques utilize a
motion vector prediction process to encode the motion vector.
The motion vector prediction process may be chosen from
among a plurality of modes, including a merge mode and an
AMVP mode.

In merge mode, the encoder considers a set of candidate
blocks and selects a block that has the same (or most closely
matches) motion vector, reference frame, and prediction
direction as the current block. This is accomplished by check-
ing each candidate block in turn and choosing the one that
yields the best rate-distortion performance once its motion
vector, reference frame, and prediction direction are copied to
the current block. Then, rather than signaling this motion
vector information (i.e., the motion vector, reference frame,
and prediction direction) in the encoded video bitstream, the
encoder signals an index number for the selected candidate
block. A decoder may copy the motion vector information
from the candidate block indicated by the signaled index
number and use the copied motion vector information for a
current block. FIG. 4A shows an example of merge mode
signaling. A merge flag 201 indicates that merge mode is
being used. Candidate block index 202 indicates which of the
candidate blocks from the set of candidate blocks defined for
merge mode is to be used to retrieve motion vector informa-
tion for the current block.

It should be noted that in certain cases to meet the specified
number of candidates for the merge mode candidate set, some
“artificial” motion vector information may be generated to fill
in the candidate set. The “artificial” motion vector informa-
tion may be generated through partial combinations of
motion vector information from different candidate blocks.
For example, the List 0 motion vector from candidate block 1
may be combined with the List 1 motion vector from candi-
date 2, together with reference frame index and prediction
direction, to form new motion vector information in the can-
didate set. In some other examples, zero motion vectors may
also be added as additional motion vector information to fill in
the candidate set. However, regardless of how the candidate
set is formed, in merge mode, only an index into the candidate
set needs to be signaled to decoder to indicate which candi-
date is selected to provide motion vector information for a
current block. At the decoder side, the same candidate set is
formed and motion vector information can be identified
through the signaled index into the candidate set.

In AMVP mode, the encoder considers a set of candidate
blocks and selects a block that produces a motion vector
difference (i.e., a difference between the motion vector of a
respective candidate block and the actual motion vector of the
current block) that results in the best rate-distortion or meets
some predetermined threshold (e.g., a rate-distortion thresh-
0ld). The AMVP mode may consider the candidate blocks in
a checking pattern until a satisfactory candidate is found and
chosen. Alternatively, in some examples, all candidate blocks
could be checked, and a candidate block yielding the best
result is selected as the MVP for the block to be coded. The
encoder may then signal an index for the candidate block used
to produce the motion vector difference along with the motion
vector difference. A decoder may then recreate the motion
vector for the current block by adding the received motion
vector difference to the motion vector retrieved from the
candidate block indicated by the signaled index. FIG. 4B
shows an example of AMVP mode signaling. An AMVP
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mode flag 205 indicates that AMVP mode is being used.
Candidate block index 206 indicates which of the candidate
blocks from the set of candidate blocks defined for AMVP
mode is to be used to retrieve a motion vector. AMVP mode
also signals the motion vector difference 207, the reference
frame 208 and the prediction direction 209. In some
examples, instead of explicitly signaling the reference frame
and the prediction direction, the reference frame and predic-
tion direction are instead retrieved from motion vector infor-
mation associated with the candidate block.

In the examples described above, signaling the motion
vector information in the encoded bitstream does not require
real-time transmission of such elements from the encoder to a
decoder, but rather means that such information is encoded
into the bitstream and are made accessible to the decoder in
any fashion. This may include real-time transmission (e.g., in
video conferencing) as well as storing the encoded bitstream
on a computer-readable medium for future use by a decoder
(e.g., in streaming, downloading, disk access, card access,
DVD, Blu-ray, etc.).

In accordance with examples of this disclosure, the merge
mode and the AMVP mode utilize the same set of candidate
blocks (i.e., in terms of both number and location of the
blocks). As such, both the encoder and decoder may reduce
the amount of memory needed to store motion vector infor-
mation for the candidate blocks. It may also reduce the
memory bandwidth requirement in retrieving those motion
vectors during the coding process of a current block.

In a first example of the disclosure, the merge mode and the
AMVP mode both use the same set of candidate blocks 120
shown in FIG. 5A. In this example, merge mode would now
use six candidate blocks instead of five. However, the total
number of candidate blocks for both merge mode and AMVP
mode is reduced, as both modes use candidate blocks in the
same locations. In this example, the candidate blocks are in
the below left (BL) 121, left (L) 122, left above (LA) 125,
above (A) 124, right above (RA) 123, and temporal (T) 126
positions as shown in FIG. 5A. In this example, the left
candidate block 122 is adjacent the left edge of the current
block 127. The lower edge of the left block 122 is aligned with
the lower edge of the current block 127. The above block 124
is adjacent the upper edge of the current block 127. The right
edge of the above block 124 is aligned with the right edge of
the current block 127.

In a second example of the disclosure, the AMVP mode
and the merge mode use the set of candidate blocks 130
shown in FIG. 5B. In this example, the number of candidate
blocks for the AMVP mode is reduced to 5. Further reduction
of candidate blocks is achieved, as both merge mode and
AMVP mode now use candidate blocks in the same locations.
In this example, the candidate blocks are in the below left
(BL) 131, left (L) 132, above (A) 134, right above (RA) 133,
and temporal (T) 135 locations. Note that the locations of the
above block 134 and left block 132 differ from the locations
of the above block 124 and left block 122 in the example of
FIG. 5A. In this example, the left candidate block 132 is
adjacent the left edge of the current block 137. The upper edge
of the left block 132 is aligned with the upper edge of the
current block 137. The above block 134 is adjacent the upper
edge ofthe current block 137. The left edge of the above block
134 is aligned with the left edge of the current block 137. In
one example, the checking pattern for AMVP mode proceeds
as follows: BL-L-RA-A-T.

In a third example of the disclosure, the merge mode and
the AMVP mode use the set of candidate blocks 140 shown in
FIG. 6. In this example, the number of candidate blocks is
reduced; both by reducing the total number for each mode to
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5, as well as by unifying the candidate block locations for
both modes. In this example, the candidate blocks are in the
below left (BL) 141, left (L) 142, above (A) 143, right above
(RA) 144, and temporal (T) 145. In this example, the left
candidate block 142 is adjacent the left edge of the current
block 147. The lower edge of the left block 142 is aligned with
the lower edge of the current block 147. The above block 143
is adjacent the upper edge of the current block 147. The right
edge of the above block 143 is aligned with the right edge of
the current block 147.

In another example, the disclosure describes an improved
checking pattern for AMVP mode. As shown in FIG. 7, for
example, the checking pattern proceeds as follows: L-BL-A-
RA-LA-T. Rather than starting at the BL candidate block, as
shown in FIG. 1A, the example in FIG. 7 starts at the L.
candidate block. The left side blocks are generally more cor-
related to the current block, as video content typically moves
in a horizontal direction. The L candidate block is checked
first, because the BL candidate block may not be available
(i.e., may not have already been coded) in all situations. In
addition, the A candidate block is checked before the RA
candidate block, as the motion vector of the A candidate block
has been shown to have a higher statistical correlation to the
motion vector of the current block than that of the RA candi-
date block.

Merge mode may use the same checking pattern shown in
FIG. 7, or may use a different checking pattern. As one
example, the checking pattern for merge mode may proceed
as follows: L-A-RA-BL-(LA)-T. In this example, the inclu-
sion of the LA block is optional or adaptive depending on if
one of the first four candidate blocks is unavailable.

The example of FIG. 7 is shown with reference to the set of
candidate blocks of FIG. 5A. However, this checking pattern
may be applicable with any candidate set. In general, the left
candidate block should be checked before the below left
candidate block. Next, the above candidate block should be
checked before the right above candidate block. Any remain-
ing candidate blocks may then be checked in any order. In
some examples, the temporal candidate block may be
checked last.

In another example of the disclosure, flexible additional
candidates for both merge mode and AMVP are disclosed. As
shown in the example of FIG. 5A, there are five spatial can-
didate blocks (i.e., L, BL,, A, RA, and LA) and one temporal
candidate block (i.e., T), for a total of six candidate blocks. In
a previous proposal to the HEVC standard, the maximum
number of candidate blocks for merge mode is five. As such,
one of the candidate blocks shown in FIG. 5A may be elimi-
nated for merge mode. In one example, the LA candidate
block may be defined as an additional candidate block (i.e., it
is initially not considered as part of the set of candidate blocks
for merge mode).

However, as mentioned above, not all candidate blocks are
available in all situations. For example, the BL. candidate
block may not have been coded yet at the time the current
block is coded. In addition, the data for some candidate blocks
may become corrupted or may not have been received at all
(e.g., in real-time decoding). As such, this disclosure pro-
poses utilizing additional candidate blocks in situations
where a candidate block in the set is found to be unavailable.
In this way, the total number of candidates is kept at the
maximum limit without wasting a check on an unavailable
candidate.

In one example, the L. and BL candidates are first checked
by the encoder or decoder, as applicable. If one of these
candidate blocks is not valid (e.g., is corrupted) or not avail-
able, an additional candidate block (e.g., LA) may be used
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instead. If both the L. and BL candidate blocks are valid, the A
and RA candidate blocks are checked. If one of these candi-
date blocks is not valid or not available, the LA candidate
block may be used instead. If both the A and RA candidate
blocks are valid, the LA candidate block will not be used. In
this example, the LA candidate block is used as the additional
candidate block. However, any additional candidate block in
any causal position (i.e., in a position, relative to the current
block, where the candidate block has already been coded)
relative to the current block may be used.

In another example, all candidate blocks shown in FIG. 5A
will be used. For a merge mode where the maximum number
of candidate blocks is N (where N is less than 6), the first N
available candidate blocks in a checking pattern will be used
as the candidate blocks for the merge mode. In the example of
FIG. 5A, there are six candidate bocks with a checking pattern
of L-A-RA-BL-LA-T. The first N available candidate blocks
in the checking pattern will form the final set of candidate
blocks for the merge mode. In this example, the checking
pattern is fixed. In another example, the checking pattern can
be selected based on block size, partition size, and/or partition
index. In another example, the checking pattern can be
updated adaptively during encoding and decoding. The
update can depend on merge index, motion vector prediction
mode, partition size, partition index, and/or motion vector
information (e.g., reference index, motion vector difference,
motion vector predictor) of previously encoded/decoded
blocks.

According to another example, the techniques of utilizing
an additional candidate block may also be applied to AMVP
mode. AMVP mode in the current working draft ofthe HEVC
standard already allows for checking all six candidate blocks
shown in FIG. 5A. However, as mentioned above, some of
these candidate blocks may be unavailable or invalid. In such
a case, an additional merge candidate may be defined. Such a
merge candidate may be in any position that is causal to the
current PU.

Returning to FIG. 3, the intra-prediction unit 46 may per-
form intra-prediction on the received block, as an alternative
to inter-prediction performed by the motion estimation unit
42 and the motion compensation unit 44. The intra-prediction
unit 46 may predict the received block relative to neighbor-
ing, previously coded blocks, e.g., blocks above, above and to
the right, above and to the left, or to the left of the current
block, assuming a left-to-right, top-to-bottom encoding order
for blocks. The intra-prediction unit 46 may be configured
with a variety of different intra-prediction modes. For
example, the intra-prediction unit 46 may be configured with
a certain number of directional prediction modes, e.g., thirty-
four directional prediction modes, based on the size ofthe CU
being encoded.

The intra-prediction unit 46 may select an intra-prediction
mode by, for example, calculating prediction error values for
various intra-prediction modes and selecting a mode that
yields the lowest error value. Directional prediction modes
may include functions for combining values of spatially
neighboring pixels and applying the combined values to one
or more pixel positions in a PU. Once values for all pixel
positions in the PU have been calculated, the intra-prediction
unit 46 may calculate an error value for the prediction mode
based on pixel differences between the calculated or pre-
dicted values of the PU and the received original block to be
encoded. The intra-prediction unit 46 may continue testing
intra-prediction modes until an intra-prediction mode that
yields an acceptable error value is discovered. The intra-
prediction unit 46 may then send the PU to the summer 50.
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The video encoder 20 forms a residual block by subtracting
the prediction data calculated by the motion compensation
unit 44 or the intra-prediction unit 46 from the original video
block being coded. The summer 50 represents the component
or components that perform this subtraction operation. The
residual block may correspond to a two-dimensional matrix
of pixel difference values, where the number of values in the
residual block is the same as the number of pixels in the PU
corresponding to the residual block. The values in the residual
block may correspond to the differences, i.e., error, between
values of co-located pixels in the PU and in the original block
to be coded. Such an operation is applied to both luma and
chroma components, so the differences may be chroma or
luma differences depending on the type of block that is coded.

The transform module 52 may form one or more transform
units (TUs) from the residual block. The transform module 52
selects a transform from among a plurality of transforms. The
transform may be selected based on one or more coding
characteristics, such as block size, coding mode, or the like.
The transform module 52 then applies the selected transform
to the TU, producing a video block comprising a two-dimen-
sional array of transform coefficients.

The transform module 52 may send the resulting transform
coefficients to the quantization unit 54. The quantization unit
54 may then quantize the transform coefficients. The entropy
encoding unit 56 may then perform a scan of the quantized
transform coefficients in the matrix according to a scanning
mode. This disclosure describes the entropy encoding unit 56
as performing the scan. However, it should be understood
that, in other examples, other processing units, such as the
quantization unit 54, could perform the scan.

Once the transform coefficients are scanned into the one-
dimensional array, the entropy encoding unit 56 may apply
entropy coding such as context adaptive variable length cod-
ing (CAVLC), context adaptive binary arithmetic coding
(CABAC), syntax-based context-adaptive binary arithmetic
coding (SBAC), or another entropy coding methodology to
the coefficients. Entropy coding may also be applied to syntax
elements, such as syntax elements used in merge mode and
AMVP mode.

To perform CAVLC, the entropy encoding unit 56 may
select a variable length code for a symbol to be transmitted.
Codewords in VL.C may be constructed such that relatively
shorter codes correspond to more likely symbols, while
longer codes correspond to less likely symbols. In this way,
the use of VL.C may achieve a bit savings over, for example,
using equal-length codewords for each symbol to be trans-
mitted.

To perform CABAC, the entropy encoding unit 56 may
select a context model to apply to a certain context to encode
symbols to be transmitted. In the case of transform coeffi-
cients, the context may relate to, for example, whether neigh-
boring values are non-zero or not. The entropy encoding unit
56 may also entropy encode syntax elements, such as the
signal representative of the selected transform. In accordance
with the techniques of this disclosure, the entropy encoding
unit 56 may select the context model used to encode these
syntax elements based on, for example, an intra-prediction
direction for intra-prediction modes, a scan position of the
coefficient corresponding to the syntax elements, block type,
and/or transform type, among other factors used for context
model selection.

Following the entropy coding by the entropy encoding unit
56, the resulting encoded video may be transmitted to another
device, such as the video decoder 30, or archived for later
transmission or retrieval.

10

15

20

25

30

35

40

45

50

55

60

65

18

In some cases, the entropy encoding unit 56 or another unit
of the video encoder 20 may be configured to perform other
coding functions, in addition to entropy coding. For example,
the entropy encoding unit 56 may be configured to determine
coded block pattern (CBP) values for CU’s and PU’s. Also, in
some cases, the entropy encoding unit 56 may perform run
length coding of coefficients.

The inverse quantization unit 58 and the inverse transform
module 60 apply inverse quantization and inverse transfor-
mation, respectively, to reconstruct the residual block in the
pixel domain, e.g., for later use in reconstructing a reference
block. The motion compensation unit 44 may calculate a
reference block by adding the residual block to a predictive
block formed from one of the frames of the reference frame
buffer 64. The motion compensation unit 44 may also apply
one or more interpolation filters to the reconstructed refer-
ence block to calculate sub-integer pixel values for use in
motion estimation. The summer 62 adds the reconstructed
residual block to the motion compensated prediction block
produced by the motion compensation unit 44 to produce a
reconstructed video block for storage in the reference frame
buffer 64. The reconstructed video block may be used by the
motion estimation unit 42 and the motion compensation unit
44 as a reference block to inter-code a block in a subsequent
video frame.

FIG. 8 is a block diagram illustrating an example of a video
decoder 30, which decodes an encoded video sequence. Inthe
example of FIG. 8, the video decoder 30 includes an entropy
decoding unit 70, a motion compensation unit 72, an intra-
prediction unit 74, an inverse quantization unit 76, an inverse
transform module 78, a reference frame buffer 82 and a sum-
mer 80. The video decoder 30 may, in some examples, per-
form a decoding pass generally reciprocal to the encoding
pass described with respect to the video encoder 20 (see FIG.
3.

The entropy decoding unit 70 performs an entropy decod-
ing process on the encoded bitstream to retrieve a one-dimen-
sional array of transform coefficients. The entropy decoding
process used depends on the entropy coding used by the video
encoder 20 (e.g., CABAC, CAVLC, etc.). The entropy coding
process used by the encoder may be signaled in the encoded
bitstream or may be a predetermined process.

In some examples, the entropy decoding unit 70 (or the
inverse quantization unit 76) may scan the received values
using a scan mirroring the scanning mode used by the entropy
encoding unit 56 (or the quantization unit 54) of the video
encoder 20. Although the scanning of coefficients may be
performed in the inverse quantization unit 76, scanning will
be described for purposes of illustration as being performed
by the entropy decoding unit 70. In addition, although shown
as separate functional units for ease of illustration, the struc-
ture and functionality of the entropy decoding unit 70, the
inverse quantization unit 76, and other units of the video
decoder 30 may be highly integrated with one another.

The inverse quantization unit 76 inverse quantizes, i.e.,
de-quantizes, the quantized transform coefficients provided
in the bitstream and decoded by the entropy decoding unit 70.
The inverse quantization process may include a conventional
process, e.g., similar to the processes proposed for HEVC or
defined by the H.264 decoding standard. The inverse quanti-
zation process may include use of a quantization parameter
QP calculated by the video encoder 20 for the CU to deter-
mine a degree of quantization and, likewise, a degree of
inverse quantization that should be applied. The inverse quan-
tization unit 76 may inverse quantize the transform coeffi-
cients either before or after the coefficients are converted
from a one-dimensional array to a two-dimensional array.
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The inverse transform module 78 applies an inverse trans-
form to the inverse quantized transform coefficients. In some
examples, the inverse transform module 78 may determine an
inverse transform based on signaling from the video encoder
20, or by inferring the transform from one or more coding
characteristics such as block size, coding mode, or the like. In
some examples, the inverse transform module 78 may deter-
mine a transform to apply to the current block based on a
signaled transform at the root node of a quadtree for an LCU
including the current block. Alternatively, the transform may
be signaled at the root of a TU quadtree for a leaf-node CU in
the LCU quadtree. In some examples, the inverse transform
module 78 may apply a cascaded inverse transform, in which
inverse transform module 78 applies two or more inverse
transforms to the transform coefficients of the current block
being decoded.

The intra-prediction unit 74 may generate prediction data
for a current block of a current frame based on a signaled
intra-prediction mode and data from previously decoded
blocks of the current frame.

According to examples of this disclosure, the video
decoder 30 may receive, from the encoded bitstream, predic-
tion syntax that identifies the motion vector prediction mode
and associated motion vector information (e.g., see FIGS. 4A
and 4B and related discussion). In particular, the video
decoder 30 may receive an index indicating a candidate block
from a set of candidate blocks, wherein the set of candidate
blocks is the same for each of the plurality of modes, and
wherein information associated with the candidate block is
used to decode a motion vector for the current block. The set
of candidate blocks may be the sets shown in FIG. 5A, FIG.
5B, or FIG. 6, or any other set of candidate blocks causal to
the current block.

In the case that the syntax element indicates the merge
mode, the video decoder is further configured to retrieve a
motion vector, a reference frame, and a prediction direction
associated with the candidate block having the received
index, and to perform an inter-prediction process for the
current block using the retrieved motion vector, reference
frame, and prediction direction.

In the case that the syntax element indicates the adaptive
motion vector prediction (AMVP) mode, the video decoder is
further configured to receive a reference frame index, a
motion vector difference, and a syntax element indicating a
prediction direction, retrieve a candidate motion vector asso-
ciated with the candidate block having the received index,
calculate a motion vector for the current block using the
candidate motion vector and the motion vector difference,
and perform an inter-prediction process using the calculated
motion vector, the received reference frame index, and the
received prediction direction.

Regardless of the prediction mode, once the prediction
direction, reference frame index, and motion vector are deter-
mined for the current block, the motion compensation unit
produces a motion compensated block for the current block.
These motion compensated blocks essentially recreate the
predictive block used to produce the residual data.

The motion compensation unit 72 may produce the motion
compensated blocks, possibly performing interpolation
based on interpolation filters. Identifiers for interpolation fil-
ters to be used for motion estimation with sub-pixel precision
may be included in the syntax elements. The motion compen-
sation unit 72 may use interpolation filters as used by the
video encoder 20 during encoding of the video block to cal-
culate interpolated values for sub-integer pixels of areference
block. The motion compensation unit 72 may determine the
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interpolation filters used by the video encoder 20 according to
received syntax information and use the interpolation filters
to produce predictive blocks.

Additionally, the motion compensation unit 72 and the
intra-prediction unit 74, in an HEVC example, may use some
of the syntax information (e.g., provided by a quadtree) to
determine sizes of LCUs used to encode frame(s) of the
encoded video sequence. The motion compensation unit 72
and the intra-prediction unit 74 may also use syntax informa-
tion to determine split information that describes how each
CU of a frame of the encoded video sequence is split (and
likewise, how sub-CUs are split). The syntax information
may also include modes indicating how each CU is encoded
(e.g., intra- or inter-prediction, and for intra-prediction an
intra-prediction encoding mode), one or more reference
frames (and/or reference lists containing identifiers for the
reference frames) for each inter-encoded PU, and other infor-
mation to decode the encoded video sequence.

The summer 80 combines the residual blocks with the
corresponding prediction blocks generated by the motion
compensation unit 72 or the intra-prediction unit 74 to form
decoded blocks. The decoded blocks, in effect, reconstruct
the originally coded blocks, subject to loss due to quantiza-
tion or other coding aspects. If desired, a deblocking filter
may also be applied to filter the decoded blocks in order to
remove blockiness artifacts. The decoded video blocks are
then stored in the reference frame buffer 82, which provides
reference blocks for subsequent motion compensation and
also produces decoded video for presentation on a display
device (such as the display device 32 of FIG. 2).

As mentioned above, the techniques of this disclosure are
applicable for both an encoder and a decoder. In general, and
in accordance with the description above, an encoder utilizes
the same set of candidate blocks to perform a motion vector
prediction process (e.g., amerge mode and an AMVP mode).
A decoder may then decode the motion vector based on
syntax elements received using the same set of candidate
blocks used by the encoder. By unifying the candidate blocks
for all motion vector prediction modes, the amount of
memory needed to store motion vector information (e.g.,
motion vector, prediction direction, reference frame indices,
etc.) is reduced. The memory bandwidth requirement in
retrieving the motion vector information from those candi-
date blocks can also be reduced.

FIG. 9 is a flowchart illustrating an example method of
encoding video, which may be performed by a video encoder,
such as the video encoder 20 of FIG. 3. Video encoder 20 may
be configured to determine a motion vector relative to a ref-
erence frame for a current block of video data (900). The
video encoder 20 may also determine one of a plurality of
modes (e.g., merge mode or AMVP) for a motion vector
prediction process (901), and perform the motion vector pre-
diction process for the current block of video data using the
determined mode and a set of candidate blocks. The set of
candidate blocks is the same for each of the plurality of
modes.

The plurality of modes may include a merge mode and an
adaptive motion vector prediction mode. FIG. 10 illustrates
an example method of encoding video when the motion vec-
tor prediction process is in the merge mode. In this case, the
video encoder is further configured to determine a candidate
motion vector from the set of candidate blocks that yields a
satisfactory rate-distortion performance once its motion vec-
tor, reference frame, and prediction direction are copied to the
current block (1001) and signal an index identifying the can-
didate motion vector (1002).
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In one example, the set of candidate blocks may include an
above candidate block, a right above candidate block, a left
candidate block, a below left candidate block, and a temporal
candidate block. The left candidate block is adjacent a left
edge of the current block and a top edge of the left candidate
block is aligned with a top edge of the current block. The
above candidate block is adjacent the top edge of the current
block and a left edge of the above candidate block is aligned
with the left edge of the current block.

In other example, the left candidate block is adjacent a left
edge of the current block and a bottom edge of the left can-
didate block is aligned with a bottom edge of the current
block. The above candidate block is adjacent a top edge of the
current block and a right edge of the above candidate block is
aligned with a right edge of the current block.

In another example, the set of candidate blocks includes a
left above candidate block, an above candidate block, a right
above candidate block, a left candidate block, a below left
candidate block, and a temporal candidate block.

FIG. 11 illustrates an example method of encoding video
when the motion vector prediction process is in the AMVP
mode. In this case, the video encoder is configured to deter-
mine a candidate motion vector from each candidate block in
the set of candidate blocks (1101) and calculate a motion
vector difference between the motion vector for the current
block and the candidate motion vector from each of the can-
didate blocks according to a checking pattern (1102). The
video encoder is also configured to select one of the candidate
motion vectors based on the calculated motion vector differ-
ences (1103), and to signal an index identifying the candidate
block having the selected one of the candidate motion vectors,
to signal the motion vector difference calculated with respect
to the selected one of the candidate motion vectors, to signal
the reference frame, and to signal the prediction direction
(1104).

In one example, the set of candidate blocks includes an
above candidate block, a right above candidate block, a left
candidate block, a below left candidate block, and a temporal
candidate block. In this example, the checking pattern pro-
ceeds in the following order: below left candidate block, left
candidate block, right above candidate block, above candi-
date block, temporal candidate block.

In another example, the set of candidate blocks includes a
left above candidate block, an above candidate block, a right
above candidate block, a left candidate block, a below left
candidate block, and a temporal candidate block. The check-
ing pattern proceeds in the following order: left candidate
block, below left candidate block, above candidate block,
right above candidate block, left above candidate block, tem-
poral candidate block.

FIG. 12 is a flowchart illustrating an example method of
decoding video, which may be performed by a video decoder,
such as the video decoder 30 of FIG. 3. Video decoder 30 may
be configured to receive a syntax element indicating one of a
plurality of modes for a motion vector prediction process for
a current block of video data (1201), and to receive an index
indicating a candidate block from a set of candidate blocks
(1202), wherein the set of candidate blocks is the same for
each of the plurality of modes, and wherein information asso-
ciated with the candidate block is used to decode a motion
vector for the current block. The plurality of modes may
include a merge mode and an adaptive motion vector predic-
tion mode.

FIG. 13 is a flowchart illustrating an example method of
decoding video in the case that the motion vector prediction
process is the merge mode. In this case, the video decoder is
further configured to retrieve a motion vector, a reference
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frame, and a prediction direction associated with the candi-
date block having the received index (1301), and to perform
an inter-prediction process on the current block using the
retrieved motion vector, reference frame, and prediction
direction (1302).

In one example, the set of candidate blocks includes an
above candidate block, a right above candidate block, a left
candidate block, a below left candidate block, and a temporal
candidate block. The left candidate block is adjacent a left
edge of the current block and a top edge of the left candidate
block is aligned with a top edge of the current block. The
above candidate block is adjacent the top edge of the current
block and a left edge of the above candidate block is aligned
with the left edge of the current block.

In another example, the left candidate block is adjacent a
left edge of the current block and a bottom edge of the left
candidate block is aligned with a bottom edge of the current
block. The above candidate block is adjacent a top edge of the
current block and a right edge of the above candidate block is
aligned with a right edge of the current block.

In another example, the set of candidate blocks includes a
left above candidate block, an above candidate block, a right
above candidate block, a left candidate block, a below left
candidate block, and a temporal candidate block.

FIG. 14 is a flowchart illustrating an example method of
decoding video in the case that the motion vector prediction
process is the AMVP mode. In this case, the video decoder is
configured to receive a reference frame index, a motion vector
difference, and a syntax element indicating a prediction direc-
tion (1401), and to retrieve a candidate motion vector associ-
ated with the candidate block having the received index
(1402). The video decoder is further configured to calculate a
motion vector for the current block using the candidate
motion vector and the motion vector difference (1403), and to
perform an inter-prediction process using the calculated
motion vector, the received reference frame index, and the
received prediction direction (1404).

In one example, the set of candidate blocks includes an
above candidate block, a right above candidate block, a left
candidate block, a below left candidate block, and a temporal
candidate block, and a checking pattern for the set of candi-
date blocks proceeds in the following order: below left can-
didate block, left candidate block, right above candidate
block, above candidate block, temporal candidate block.

In another example, the set of candidate blocks includes a
left above candidate block, an above candidate block, a right
above candidate block, a left candidate block, a below left
candidate block, and a temporal candidate block, and a check-
ing pattern for the set of candidate blocks proceeds in the
following order: left candidate block, below left candidate
block, above candidate block, right above candidate block,
left above candidate block, temporal candidate block.

FIG. 15 is a flowchart illustrating another example method
of encoding video, which may be performed by a video
encoder, such as the video encoder 20 of FIG. 3. The video
encoder 20 may be configured to determine a motion vector
relative to a reference frame for a current block of video data
(1501), to determine one of a plurality of modes for a motion
vector prediction process for a current block of video data
(1502), and to perform the motion vector prediction process
for the current block using the determined mode and a set of
candidate blocks, wherein the set of candidate blocks is the
same for each of the plurality of modes, and wherein one
candidate block in the set of candidate blocks is designated as
an additional candidate block (1503). The additional candi-
date block is used if another of the candidate blocks of the set
of candidate blocks is unavailable. The video encoder 20 may
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be further configured to update a checking pattern based one
or more of a merge index, a determined mode, a partition size,
a reference frame index, a motion vector difference, and a
motion vector prediction (1504).

The plurality of modes may include a merge mode and an
adaptive motion vector prediction mode. The merge mode
may have a maximum number N of candidate blocks for use
in performing the motion vector prediction process. In that
case, the motion vector prediction process is performed
according to a checking pattern, the checking pattern defining
an order for checking each of candidate blocks in the set of
candidate blocks. The set of candidate blocks is defined as the
first N available candidate blocks in the set of candidate
blocks along the checking pattern. The checking pattern may
be based on one or more of a block size, a partition size, and
a partition index. More specifically, for example, the check-
ing pattern for each different block size, partition size or
partition index can be updated or modified based on the
statistics of candidate selection in a number of previous coded
blocks having the same block size, partition size or partition
index, etc.

In another example, the set of candidate blocks include a
below left candidate block, a left candidate block, an above
candidate block, a right above candidate block, a left above
candidate block, and a temporal candidate block. In this
example, the additional candidate block is the left above
candidate block. However, the additional candidate block
may be any candidate block that is in a causal relationship to
the current block.

FIG. 16 is a flowchart illustrating another example method
of decoding video, which may be performed by a video
decoder, such as the video decoder 30 of FIG. 3. The video
decoder 30 may be configured to receive a syntax element
indicating one of a plurality of modes for a motion vector
prediction process for a current block of video data (1601),
and to receive an index indicating a candidate block from a set
of candidate blocks, wherein the set of candidate blocks is the
same for each of the plurality of modes, wherein one candi-
date block in the set of candidate blocks is designated as an
additional candidate block (1602). The additional candidate
block is used if another of the candidate blocks of the set of
candidate blocks is unavailable. The information associated
with the candidate block is used to decode a motion vector for
the current block.

The plurality of modes may include a merge mode and an
adaptive motion vector prediction mode. FIG. 17 depicts a
method of decoding in the case that the received syntax ele-
ment indicates the merge mode is used. In this case, the video
decoder is further configured to retrieve a motion vector, a
reference frame, and a prediction direction associated with
the candidate block having the received index (1701), and to
perform an inter-prediction process on the current block
using the retrieved motion vector, reference frame, and pre-
diction direction (1702).

The merge mode may be defined as having a maximum
number N of candidate blocks for use in performing the
motion vector prediction process. In this case, the motion
vector prediction process may be performed according to a
checking pattern, the checking pattern defining an order for
checking each of candidate blocks in the set of candidate
blocks. The set of candidate blocks is defined as the first N
available candidate blocks in the set of candidate blocks along
the checking pattern. The checking pattern is based on one or
more of a block size, a partition size, and a partition index.

In another example, for both merge and AMVP mode, the
set of candidate blocks may include a below left candidate
block, a left candidate block, an above candidate block, a right
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above candidate block, a left above candidate block, and a
temporal candidate block. The additional candidate block is
the left above candidate block. However, the additional can-
didate block may be any candidate block that is in a causal
relationship to the current block.

FIG. 18 depicts a method of decoding in the case that the
received syntax element indicates the AMVP mode is used. In
this case, the video decoder is further configured to receive a
reference frame index, a motion vector difference, and a
syntax element indicating a prediction direction (1801), and
to retrieve a candidate motion vector associated with the
candidate block having the received index (1802). The video
decoder is further configured to calculate a motion vector for
the current block using the candidate motion vector and the
motion vector difference (1803), and perform an inter-predic-
tion process using the calculated motion vector, the received
reference frame index, and the received prediction direction
(1804).

In one or more examples, the functions described may be
implemented in hardware, software, firmware, or any combi-
nation thereof. If implemented in software, the functions may
be stored on or transmitted over, as one or more instructions
or code, a computer-readable medium and executed by a
hardware-based processing unit. Computer-readable media
may include computer-readable storage media, which corre-
sponds to a tangible medium such as data storage media, or
communication media including any medium that facilitates
transfer of a computer program from one place to another,
e.g., according to a communication protocol. In this manner,
computer-readable media generally may correspond to (1)
tangible computer-readable storage media which is non-tran-
sitory or (2) a communication medium such as a signal or
carrier wave. Data storage media may be any available media
that can be accessed by one or more computers or one or more
processors to retrieve instructions, code and/or data structures
for implementation of the techniques described in this disclo-
sure. A computer program product may include a computer-
readable medium.

By way of example, and not limitation, such computer-
readable storage media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash
memory, or any other medium that can be used to store
desired program code in the form of instructions or data
structures and that can be accessed by a computer. Also, any
connection is properly termed a computer-readable medium.
For example, if instructions are transmitted from a website,
server, or other remote source using a coaxial cable, fiber
optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and microwave,
then the coaxial cable, fiber optic cable, twisted pair, DSL, or
wireless technologies such as infrared, radio, and microwave
are included in the definition of medium. It should be under-
stood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves,
signals, or other transient media, but are instead directed to
non-transient, tangible storage media. Disk and disc, as used
herein, includes compact disc (CD), laser disc, optical disc,
digital versatile disc (DVD), floppy disk and Blu-ray disc,
where disks usually reproduce data magnetically, while discs
reproduce data optically with lasers. Combinations of the
above should also be included within the scope of computer-
readable media.

Instructions may be executed by one or more processors,
such as one or more digital signal processors (DSPs), general
purpose microprocessors, application specific integrated cir-
cuits (ASICs), field programmable logic arrays (FPGAs), or
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other equivalent integrated or discrete logic circuitry. Accord-
ingly, the term “processor,” as used herein may refer to any of
the foregoing structure or any other structure suitable for
implementation of the techniques described herein. In addi-
tion, in some aspects, the functionality described herein may
be provided within dedicated hardware and/or software mod-
ules configured for encoding and decoding, or incorporated in
a combined codec. Also, the techniques could be fully imple-
mented in one or more circuits or logic elements.

The techniques of this disclosure may be implemented in a
wide variety of devices or apparatuses, including a wireless
handset, an integrated circuit (IC) or a set of ICs (e.g., a chip
set). Various components, modules, or units are described in
this disclosure to emphasize functional aspects of devices
configured to perform the disclosed techniques, but do not
necessarily require realization by different hardware units.
Rather, as described above, various units may be combined in
a codec hardware unit or provided by a collection of interop-
erative hardware units, including one or more processors as
described above, in conjunction with suitable software and/or
firmware.

Various examples have been described. These and other
examples are within the scope of the following claims.

What is claimed is:

1. A method of encoding a motion vector in a video coding
process, the method comprising:

determining one of a plurality of modes for a motion vector

prediction process for a current block of video data, the
determined mode being a merge mode;

determining a set of candidate blocks, the determined set

comprising a below-left candidate block, a left candidate
block, an above candidate block, a right-above candidate
block, a left-above candidate block, and a temporal can-
didate block;

performing the motion vector prediction process for the

current block using the determined mode and the set of
candidate blocks, and

wherein one candidate block in the set of candidate blocks

is designated as an additional candidate block, and
wherein the additional candidate block is used in the
merge mode if another of the candidate blocks of the set
of candidate blocks is unavailable or invalid.

2. The method of claim 1, further comprising:

determining a motion vector relative to a reference frame

for the current block of video data, wherein a location of
a reference frame is based on a prediction direction.

3. The method of claim 2, the merge mode having a maxi-
mum number N of candidate blocks for use in performing the
motion vector prediction process,

wherein the motion vector prediction process is performed

according to a checking pattern, the checking pattern
defining an order for checking each of candidate blocks
in the set of candidate blocks, and

wherein the set of candidate blocks is defined as the first N

available candidate blocks in the set of candidate blocks
along the checking pattern.

4. The method of claim 3, wherein the checking pattern is
based on one or more of a block size, a partition size, and a
partition index.

5. The method of claim 3, further comprising:

updating for the checking pattern for subsequently coded

blocks based on one or more of a merge index, the
determined mode, a partition size, a partition index, a
reference frame index, a motion vector difference, and a
motion vector prediction.

6. The method of claim 1, wherein the set of candidate
blocks include a below left candidate block, a left candidate
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block, an above candidate block, a right above candidate
block, a left above candidate block, and a temporal candidate
block, and wherein the additional candidate block is the left
above candidate block.

7. The method of claim of claim 1, wherein the additional
candidate block is a candidate block that is in a causal rela-
tionship to the current block.

8. An apparatus configured to encode a motion vector in a
video coding process comprising:

a memory configured to store motion vector information

for a set of candidate blocks; and

a video encoder configured to:

determine one of a plurality of modes for a motion vector

prediction process for a current block of video data, the
determined mode being a merge mode;

determine a set of candidate blocks, the determined set

comprising a below-left candidate block, a left candidate
block, an above candidate block, a fight-above candidate
block, a left-above candidate block, and a temporal can-
didate block;

perform the motion vector prediction process for the cur-

rent block using the determined mode and the set of
candidate blocks; and

wherein one candidate block in the set of candidate blocks

is designated as an additional candidate block, and
wherein the additional candidate block is used in the
merge mode if another of the candidate blocks of the set
of candidate blocks is unavailable or invalid.

9. The apparatus of claim 8, wherein the video encoder is
further configured to:

determine a motion vector relative to a reference frame for

the current block of video data, wherein a location of a
reference frame is based on a prediction direction.

10. The apparatus of claim 9, the merge mode having a
maximum number N of candidate blocks for use in perform-
ing the motion vector prediction process,

wherein the motion vector prediction process is performed

according to a checking pattern, the checking pattern
defining an order for checking each of candidate blocks
in the set of candidate blocks; and

wherein the set of candidate blocks is defined as the first N

available candidate blocks in the set of candidate blocks
along the checking pattern.

11. The apparatus of claim 10, wherein the checking pat-
tern is based on one or more of a block size, a partition size,
and a partition index.

12. The apparatus of claim 10, wherein the video encoderis
further configured to:

update the checking pattern for subsequently coded blocks

based on one or more of a merge index, the determined
mode, a partition size, a partition index, a reference
frame index, a motion vector difference, and a motion
vector prediction.

13. The apparatus of claim 8, wherein the set of candidate
blocks include a below left candidate block, a left candidate
block, an above candidate block, a right above candidate
block, a left above candidate block, and a temporal candidate
block, and wherein the additional candidate block is the left
above candidate block.

14. The apparatus of claim of claim 8, wherein the addi-
tional candidate block is a candidate block that is in a causal
relationship to the current block.

15. A non-transitory computer-readable storage medium
having stored thereon instructions that, when executed, cause
a processor of a device for encoding video data to:
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determine one of a plurality of modes for a motion vector
prediction process for a current block of video data, the
determined mode being a merge mode an;

determine a set of candidate blocks, the determined set

comprising a below-left candidate block, a left candidate
block, an above candidate block, a right-above candidate
block, a left- above candidate block, and a temporal
candidate block;

perform the motion vector prediction process for the cur-

rent block using the determined mode and the set of
candidate blocks;

wherein one candidate block in the set of candidate blocks

is designated as an additional candidate block, and
wherein the additional candidate block is used in the
merge mode if another of the candidate blocks of the set
of candidate blocks is unavailable or invalid.

16. A method of decoding a motion vector in a video coding
process comprising:

determining one of a plurality of modes for a motion vector

prediction process for a current block of video data, the
determined mode being a merge mode;

determining a candidate block from a set of candidate

blocks comprising a below-left candidate block, a left
candidate block, an above candidate block, a fight-above
candidate block, a left-above candidate block, and a
temporal candidate block; and

wherein one candidate block in the set of candidate blocks

is designated as an additional candidate block, wherein
the additional candidate block is used in the merge mode
if another of the candidate blocks of the set of candidate
blocks is unavailable or invalid, and wherein informa-
tion associated with the candidate block is used to
decode a motion vector for the current block.

17. The method of claim 16, wherein the mode for the
motion vector prediction process is determined from a
received syntax element, and wherein the candidate block is
determined from a received syntax element.

18. The method of claim 16, wherein the method further
comprises:

retrieving a motion vector, a reference frame, and a predic-

tion direction associated with the candidate block hav-
ing the received index; and

performing an inter-prediction process on the current block

using the retrieved motion vector, reference frame, and
prediction direction.

19. The method of claim 16, the merge mode having a
maximum number N of candidate blocks for use in perform-
ing the motion vector prediction process,

wherein the motion vector prediction process is performed

according to a checking pattern, the checking pattern
defining an order for checking each of candidate blocks
in the set of candidate blocks; and

wherein the set of candidate blocks is defined as the first N

available candidate blocks in the set of candidate blocks
along the checking pattern.

20. The method of claim 19, wherein the checking pattern
is based on one or more of a block size, a partition size, and a
partition index.

21. The method of claim 19, further comprising:

updating the checking order pattern for subsequently

coded blocks based on one or more of a merge index, the
determined mode, a partition size, a partition index, a
reference frame index, a motion vector difference, and a
motion vector prediction.

22. The method of claim 16, wherein the set of candidate
blocks include a below left candidate block, a left candidate
block, an above candidate block, a right above candidate
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block, a left above candidate block, and a temporal candidate
block, and wherein the additional candidate block is the left
above candidate block.

23. The method of claim of claim 16, wherein the addi-
tional candidate block is a candidate block that is in a causal
relationship to the current block.

24. An apparatus configured to decode a motion vectorin a
video coding process comprising, the apparatus comprising:

a memory configured to store motion vector information

for a set of candidate blocks; and

a video decoder configured to:

determine one of a plurality of modes for a motion vector

prediction process for a current block of video data, the
determined mode being a merge mode;

determine a candidate block from the set of candidate

blocks comprising a below- left candidate block, a left
candidate block, an above candidate block, a fight-above
candidate block, a left-above candidate block, and a
temporal candidate block;

wherein if the one candidate block in the set of candidate

blocks is designated as an additional candidate block,
wherein the additional candidate block is used in the
merge mode if another of the candidate blocks of the set
of candidate blocks is unavailable or invalid, and
wherein information associated with the candidate block
is used to decode a motion vector for the current block.

25. The apparatus of claim 24, wherein the mode for the
motion vector prediction process is determined from a
received syntax element, and wherein the candidate block is
determined from a received syntax element.

26. The apparatus of claim 24, wherein the video coder is
further configured to:

retrieve a motion vector, a reference frame, and a predic-

tion direction associated with the candidate block hav-
ing the received index; and

perform an inter-prediction process on the current block

using the retrieved motion vector, reference frame, and
prediction direction.

27. The apparatus of claim 24, the merge mode having a
maximum number N of candidate blocks for use in perform-
ing the motion vector prediction process,

wherein the motion vector prediction process is performed

according to a checking pattern, the checking pattern
defining an order for checking each of candidate blocks
in the set of candidate blocks; and

wherein the set of candidate blocks is defined as the first N

available candidate blocks in the set of candidate blocks
along the checking pattern.

28. The apparatus of claim 27, wherein the checking pat-
tern is based on one or more of a block size, a partition size,
and a partition index.

29. The apparatus of claim 27, wherein the video decoder is
further configured to:

update the checking order pattern for subsequently coded

blocks based on one or more of a merge index, the
determined mode, a partition size, a partition index, a
reference frame index, a motion vector difference, and a
motion vector prediction.

30. The apparatus of claim 24, wherein the set of candidate
blocks include a below left candidate block, a left candidate
block, an above candidate block, a right above candidate
block, a left above candidate block, and a temporal candidate
block, and wherein the additional candidate block is the left
above candidate block.

31. The apparatus of claim of claim 24, wherein the addi-
tional candidate block is a candidate block that is in a causal
relationship to the current block.
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32. A non-transitory computer-readable storage medium
having stored thereon instructions that, when executed, cause
a processor of a device for decoding video data to:

determine one of a plurality of modes for a motion vector

prediction process for a current block of video data, the
determined mode being a merge mode;

determine a candidate block from a set of candidate blocks

comprising a below-left candidate block, a left candidate
block, an above candidate block, a right-above candidate
block, a left-above candidate block, and a temporal can-
didate block;

wherein one candidate block in the set of candidate blocks

is designated as an additional candidate block, wherein
the additional candidate block is used in the merge mode
if another of the candidate blocks of the set of candidate
blocks is unavailable or invalid, and wherein informa-
tion associated with the candidate block is used to
decode a motion vector for the current block.
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